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ABSTRACT
Generative Artificial Intelligence image models have achieved out-
standing performance in text-to-image generation and other tasks,
such as inpainting that completes images with missing fragments.
The performance of inpainting can be accurately measured by tak-
ing an image, removing some fragments, performing the inpainting
to restore them, and comparing the results with the original image.
Interestingly, inpainting can also be applied recursively, starting
from an image, removing some parts, applying inpainting to recon-
struct the image, and then starting the inpainting process again on
the reconstructed image, and so forth. This process of recursively
applying inpainting can lead to an image that is similar or com-
pletely different from the original one, depending on the fragments
that are removed and the ability of the model to reconstruct them.
Intuitively, stability, understood as the capability to recover an im-
age that is similar to the original one even after many recursive
inpainting operations, is a desirable feature and can be used as
an additional performance metric for inpainting. The concept of
stability is also being studied in the context of recursive training
of generative AI models with their own data. Recursive inpainting
is an inference-only recursive process whose understanding may
complement ongoing efforts to study the behavior of generative AI
models under training recursion. In this paper, the impact of recur-
sive inpainting is studied for one of the most widely used image
models: Stable Diffusion. The results show that recursive inpaint-
ing can lead to image collapse, so ending with a nonmeaningful
image, and that the outcome depends on several factors such as the
type of image, the size of the inpainting masks, and the number of
iterations.
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Figure 1: Example of the Recursive InPainting (RIP) process
on “Van Gogh, Self portrait, 1889” : original and outcome
versions side by side.

1 INTRODUCTION
Generative Artificial Intelligence (AI) has taken center stage in the
last two years and triggered a new technology revolution. Gen-
erative AI models can generate text, audio, images, or video and
can be used in many transformative applications. Among the AI
tools, Large Language Models (LLMs) such as GPT4 [1], which can
answer questions, summarize, translate, and paraphrase texts, and
text-to-image generators such as DALL-E [18], which can create
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images for almost any text description has attracted the interest of
the public with hundreds of millions of users.

These tools have achieved unprecedented performance levels
in most tasks, and evaluating their performance is a key issue. In
the case of LLMs, many benchmarks have been proposed to assess
their knowledge of different topics, their ability to solve math [4]
or reasoning problems [22], or their language understanding [8].
Those benchmarks are used to compare models, and when a new
model is introduced, typically performance over the most common
benchmarks is reported [24]. In the case of image generation tools,
a number of metrics have been proposed to evaluate performance,
such as the Fréchet Inception Distance (FID) [9], precision and recall
[12] or diversity and coverage [16] that try to capture how close
are generated images to real ones and how well generated-images
cover the range of real images. Another feature supported by some
AI image generation tools and implemented with ad-hoc AI models
is inpainting [27]. In this case, the AI tool is given an image with
missing fragments and has to fill them to complete the image.

Evaluating the quality of the content generated by AI is not only
relevant to compare AImodels or to assess their progress in different
tasks. The widespread adoption of generative AI is transforming
the nature of the content on the Internet. AI-generated texts and
images are now pervasive and, in some cases, dominant, and the
trend is expected to continue in the next years. This has implications
for newer AI models as they are commonly trained on data that
is scraped from the Internet, so a loop is created where newer AI
models are trained with data generated with previous AI models
[15]. This can lead to worse performance or even the collapse of AI
models [5] and has triggered research on the stability of AI models
when trained with their own data [2],[3].

The generative AI feedback loops considered so far involve the
training of newer models, so it is a loop across generations of AI
models. However, there are other potential generative AI loops that,
to the best of our knowledge, have not been studied before. For
example, when the input to the AI model is, for instance, an image
and the output is also an image, as in the case of inpainting, the
AI model can be used recursively on its output, creating a loop.
In this case, there is no training, only inferences that are applied
recursively. Analyzing the impact of these recursive calls to the AI
model on the generated content is of interest to understand whether
the AI models are stable or also collapse as in the training loop [2].

In this paper, we analyze the inference feedback loop using a
well-known AI image model, Stable Diffusion [19], and the inpaint-
ing functionality. An extensive empirical study is conducted to
understand when the model is stable and when it collapses. The
rest of the paper is organized as follows: in section 2, the inpaint-
ing functionality and the generative AI loops are briefly described.
Then, the inference loop, denoted as Recursive Inpaiting (RIP), is
presented in section 3 and then evaluated in section 4. The limi-
tations of our evaluation, as well as the results, are discussed in
section 5. The paper ends with the conclusion in section 6.

2 PRELIMINARIES
2.1 Inpainting
One of the functionalities implemented by some modern generative
AI image tools is inpainting [27], which takes an image with miss-
ing fragments and fills in those fragments to complete the image
[13]. An example of the use of inpainting is illustrated in Figure 2.
In this case, Stable Diffusion was used, and we started from a com-
plete image, applied a mask to remove some parts, and then used
inpainting to complete the image. This enables a comparison be-
tween the original image and the result of inpainting. It can be seen
that the tool is able to produce an image that resembles the original
one. Interestingly, the AI model used, Stable Diffusion, changes the
face to one that resembles a male which matches theories about
the painting being a portrait of one of Leonardo Apprentices1. Dif-
ferent runs produce results with different types of faces, mostly
woman-like.

The performance of inpainting depends on the model, the type
of image, and the sizes and locations of the missing fragments
[6]. In general, of the information lost in the image fragments, in-
painting can only recover a fraction. A number of metrics can be
used to measure the similarity between the original image and the
reconstructed one [17]: from classical ones such as the Structural
Similarity (SSIM) [25] or the multi-scale SSIM (MS-SSIM) [26] based
on the pixel level, to more advanced ones such as the Learned Per-
ceptual Image Patch Similarity (LPIPS) [29] or the Paired/Unpaired
Inception Discriminative Score (P/U-IDS) [30], which use AI models
to capture human-like perceptual aspects.

2.2 Recursiveness in Generative AI
The massive use of generative AI to generate text and images is
creating a loop in which AI-generated content is uploaded to the
Internet and then scrapped to train newer AI models [15]. This can
lead to a performance degradation of AI models or even to their
collapse when they are trained with data produced by themselves
[5]. This has triggered interest in understanding under which condi-
tions these generative AI models are stable when trained recursively
with data produced by the AI models [2],[3]. This depends on sev-
eral factors, including the model, the amount of AI-generated data
used for each retraining, and whether the loop includes a single
or several AI models. The study of this loop is important as it may
impact both future AI models but also the nature of future content
that will dominate the Internet. In all these studies, recursiveness
involves training newer AI models with data generated from other
AI models, however in some cases recursiveness can occur when
using the same AI model for inference only. This, to the best of our
knowledge, has not been studied.

3 RECURSIVE INPAINTING (RIP)
An interesting observation is that a different recursive loop for
AI image models can be created when using inpainting. This is
illustrated in Figure 3; we start from an image and then apply amask
to remove some parts of it and use inpainting to complete them. At
this point, we have a second image that the AI image model has
partly created. Then, we repeat the process using a different mask to

1https://www.cbsnews.com/news/male-model-behind-the-mona-lisa-expert-claims
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Figure 2: Example of the use of inpainting on “Leonardo Da Vinci, Mona Lisa, 1503”, (left) original image, (center) image after
applying a mask, (right) image after using inpainting to complete the missing fragment.

obtain a second image that, in this case, is created fromAI generated
content. The process continues, and we recursively apply inpainting
on images that have already been inpainted. In the process, as we
remove and reconstruct parts of the images, information will be
lost, but will this lead to images that are completely different from
the original? images that are simpler and less complex? or will the
inpainting be stable and lead to images that are only variations of
the original image? As in the case of recursiveness when training
models with their own data, it is of interest to understand when
inpainting is stable or when it collapses under recursion.

Figure 3: Illustration of the Recursive InPainting (RIP) pro-
cess.

An example of recursive inpainting is shown in Figure 4. The top
left plot corresponds to the original image, in this case, a portrait of
Pope Innocent X by Velázquez. The other images correspond to the
results after applying inpainting two, four, six,..., up to sixteen times
on one-fourth of the image. It can be seen that as the iterations
progress, the image starts to depart from the original, and significant
changes are introduced. However, even after the sixteen iterations,
the final image still resembles the original one. Instead, when the
same process is done for a sketch by Vincent van Gogh, as shown
in Figure 5 the lady in the original image no longer appears in the
last image, which is completely different from the initial one.

The impact of recursive inpainting depends on many factors,
such as the AI model, the type of image used, or the masks ap-
plied at each iteration. Intuitively, more complex images or masks
that remove larger parts of the image will be more likely to lead
to collapse. In the following section, the findings of an extensive
empirical study of recursive inpainting with Stable Diffusion are
presented as a first step toward understanding the key factors that
determine the impact of recursive inpainting.

4 EVALUATION
The main parameters for the recursive inpainting are

(1) The AI model.
(2) The input images.
(3) The masks applied at each step.
(4) The number of iterations.
In our experiments, Stable Diffusion [19], a latent text-to-image

diffusion model [20],[21], has been used because it is an open model
and one of the most widely used AI image models. In particular, a
version of Stable Diffusion 2 fine-tuned for inpainting was used2.
This model employs a mask-generation technique [23] where the
masked regions, along with the latent VAE representations of the
masked image, serve as additional conditioning for the inpainting
process. The model parameters were set to the default values. No
text prompt was used to guide the inpainting to make the model
focus on reconstructing the missing parts from the remaining visual
elements with no text guidance.

2https://huggingface.co/stabilityai/stable-diffusion-2-inpainting
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Figure 4: Example of recursive inpainting on “Diego Velázquez, Portrait of Innocence X, 1650”. On the left, the original image is
shown. Each subsequent image to the right displays the result after applying two recursive inpainting operations, up to the
final image after sixteen inpainting operations.

Figure 5: Example of recursive inpainting on “Vincent Van Gogh, Lugekone, 1885”, On the left, the original image is shown.
Each subsequent image to the right displays the result after applying two recursive inpainting operations, up to the final image
after sixteen inpainting operations.

As for the images, to try to avoid bias in the selection, they have
been selected randomly from a large dataset with more than 81,0000
art images of several types and made by different artists3. From this
dataset, 100 images were randomly chosen to create our evaluation
set4. The input images are 512x512 pixels. when their original form
factor is not square, blank bands are added on the sides to fit the
512x512 pixels format.

To generate the masks for inpainting, the images are divided into
squares of a given size, and in each iteration, a square is randomly
selected and used as the mask. The generation of the masks is
illustrated in Figure 6 for the case of a 128x128 square and two
iterations. It can be observed that one square is removed in each
iteration. Then, inpainting is run, and the results obtained for the
pixels in the mask are used to replace the ones in the initial picture.
This modified picture is then used as the input image for the next
iteration. This procedure guarantees that at each iteration, the
inpainting only modifies the pixels in the selected mask.

To estimate the similarity with the original image across itera-
tions, we use the Learned Perceptual Image Path Similarity (LPIPS)
[29] metric widely used to assess the quality of inpainting5. In the
implementation used, the features of three neural networks can be
used to compute the metric: SqueezeNet [10], AlexNet [11], and
VGG [28].

To enable a direct comparison of inpainting with different mask
sizes, our experiments use as the main parameter not the number of
inpainting operations but the number of pixels on which inpainting
is done. For example, for a 256x256 mask, four inpainting opera-
tions correspond to changing a number of pixels equal to those in
the original 512x512 images. Instead, for a 128x128 mask, sixteen
inpainting operations are needed to change 512x512 pixels6. Using
3https://huggingface.co/datasets/huggan/wikiart
4The results of our experiments are available, both image and metrics as well as the
scripts to run the experiments at https://zenodo.org/doi/10.5281/zenodo.11532111
5The implementation used is available in a public repository https://github.com/
richzhang/PerceptualSimilarity
6Note that the pixels changed in two iterations can be the same as each iteration
selects a mask randomly.

as a metric the number of pixels that are inpainted relative to the
image size makes comparisons easier across different masks and
image sizes.

In the first experiment, we take the 100 random images and
perform recursive inpainting for 400% of the pixels with masks of
64x64, 128x128, 256x256. To quantify the degradation as inpainting
operations are done, the LPIPS metric between the original image
and each generation has been computed using the three neural
networks (SqueezeNet, AlexNet, and VGG) features. The average
distances on the 100 images at each step of 50% inpainting are shown
in Figure 7. The bars show the standard deviation observed on the
samples on each of the data points. Several initial observations can
be made from the results:

(1) As recursive inpainting progresses, the distance with the
original image increases. This could eventually lead to an
image that bears no resemblance to the original.

(2) The slope of the distance tends to become smaller but does
not seem to stabilize even when the distance is large.

(3) The difference with the original image is larger when the size
of the mask used for inpainting is larger which as discussed
before is in line with the intuition that it is harder to inpaint
larger blocks.

(4) The three networks used to compute the LPIPS (SqueezeNet,
AlexNet, and VGG), provide similar results.

(5) The standard deviation is significant which suggests that
different behaviors will be observed for different images.

To better understand the variability of the distances for each
image, scatter plots of the LPIPS distances of the 100 images for each
of the neural networks are shown in Figure 8. It can be observed
that there is significant variability across images but the trends
are similar to the ones observed in the mean: distance is larger
with more inpainting and with larger masks. Comparing the three
networks (SqueezeNet, AlexNet, and VGG), the last one, VGG is
the one with fewer outliers. VGG is also the most complex network
and thus should be expected to better capture the features of the

https://huggingface.co/datasets/huggan/wikiart
https://zenodo.org/doi/10.5281/zenodo.11532111
https://github.com/richzhang/PerceptualSimilarity
https://github.com/richzhang/PerceptualSimilarity
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Figure 6: Example of recursive inpainting on “El Greco, The Nobleman with his Hand on his Chest, 1580”.

Figure 7: Mean LPIPS across the 100 images versus the inpainting done for AlexNet (left), SqueezeNet (middle) and VGG (right)
for different mask sizes (64x64, 128x128, 256x256).

images [28]. Therefore, in the following, we only report results for
VGG although all the metrics are available in the repository along
with the images.

Another factor that can impact the degradation is the image used
as the starting point for the process. To analyze this, LPIPS distance
plots were generated for each image and analyzed manually. A few
illustrative examples are shown in Figure 9. In the first one (left),
the distance tends to stabilize as recursive inpainting progresses.
In the second, there is a large difference in the distances with mask
size and finally, in the last one, the distances are similar for all
mask sizes. The image sequences for the three images are shown
in Figures 10,11,12.

In the first image even when using a small mask, see Figure
10a, we observe that the image gradually becomes blurred and
loses quality as the recursive inpainting progresses. However, it
still manages to maintain the overall style of the original image.
With a medium-sized mask, Figure 10b, the initial iterations show
a similar trend, but as the blurring errors accumulate, the image
eventually degenerates completely in the final iterations. When
using a large mask, Figure 10c, the style of the image is quickly lost,
resulting in a completely different image by the end of the process.
Therefore, it seems that the stabilization of the error can be at least
partially attributed to the collapse of the process producing images
unrelated to the original one.

For the second image, the results in Figure 11 show the impact
of the mask size, when it is small, Figure 11a, the inpainting focuses

on reconstructing the texture of the image as there are no objects.
Instead, for the largest mask size Figure 11c, the inpainting starts
adding new objects which leads to more and more objects ending
with a collage. Instead in the third image, the results in Figure 12
are similar for all mask sizes and only towards the end differences
can be observed for the largest mask size in Figure 12c. In this case,
removing a large part of the image does not cause the insertion of
new objects, leading to a different behavior. In summary, the type
and features of the initial image seem to be an important factor for
the outcome of recursive inpainting.

As the parts removed are randomly chosen, it is of interest to see
whether the degradation is similar on different runs. To understand
the variability of the degradation with the run, 10 images have been
selected from the set of 100, and each has been run 10 times. The
LPIPS metrics across runs for three different images are shown in
Figure 13 when using the VGG network which again tends to have
the lowest deviations. It can be observed that the variations are
larger for larger masks which is expected as the larger the mask,
the fewer the iterations to reach a given percentage of inpainting
which causes more variability. The variations are also reduced as
the percentage of inpainting increases showing again, that the
larger the number of inpainting operations the lower the variability.
This means that recursive inpainting seems to converge in terms
of LPIPS distance as the process advances.

Finally, looking at the results in qualitative terms from an aes-
thetic perspective, the results raise several important concerns,
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Figure 8: Scatter plots of the LPIPS across the 100 images versus the inpainting done for AlexNet (left), SqueezeNet (middle) and
VGG (right) for different mask sizes (64x64, 128x128, 256x256).

Figure 9: Examples: Distance stabilizes (left), Large distance and variation with mask size (middle), similar distance with mask
size (right).

independent of the quantitative analysis of the metrics. It is sur-
prising when the AI, instead of fixing the missing parts, creates
new things that don’t fit in the painting. This likely happens when
small bits left over from the erased sections make the AI assume an
object was there, even if it wasn’t. This shows the AI doesn’t truly
recognize the painting it is dealing, with which raises doubts about
the entire result. Moreover, the AI seems to not know the rules for
making things look realistic in terms of perspective. It twists angles
in odd ways at times. The worst cases happen when the AI can’t
comprehend how faces are rotated and tries to reconstruct them
haphazardly, just to make it resemble a head or a human compo-
nent. In some images, the AI attempts to reconstruct a sort of color
palette in the best situations, particularly when the alterations are
minimal. However, in other cases, it simply uses arbitrary colors or
elements to try to resemble the original image which results in a
pixelated appearance.

5 LIMITATIONS AND DISCUSSION
The evaluation conducted is just an initial step to understand the
effects of recursive inpainting. Additional experiments with dif-
ferent configurations of Stable Diffusion are needed to evaluate
the impact of each of the parameters. Ablation studies that replace
Stable Diffusion with other AI inpainting models should also be
conducted to understand if the observed behavior is specific to
Stable Diffusion or occurs to inpainting models in general. The

same reasoning applies to the input images, a larger number of
images, possibly with different features in terms of the objects rep-
resented and their shapes and sizes should be evaluated as in our
experiments we have focused on paintings.

In addition to these extensions of the empirical evaluation, theo-
retical models that can explain the impact of recursive inpainting
have also yet to be developed. Another area for study would be
to compare the results of AI to those produced by humans when
presented with the same problem. However, doing experiments
with humans would require a significant effort and also depend on
their painting capabilities. To apply recursive inpainting, several
persons, one per iteration would be needed to make sure that they
have not seen the original or previous images in the series which
makes the procedure rather complicated. In summary, as discussed
before, this paper is just the first step in the analysis of recursive
inpainting that is primarily intended to present the problem and
motivate further work.

Even with the limitations discussed, the results presented show
how recursive inpainting can lead to images that are completely
different from the original ones. This is similar to the model col-
lapse observed when training generative AI models with their own
data [14] for which techniques to avoid collapse are being proposed
[7]. Analyzing the similarities and differences between recursive
inpainting and recursive training loops is another avenue for future
research. Exploring modifications to the AI models to avoid the
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(a) 16x16

(b) 64x64

(c) 128x128

Figure 10: Results of the recursive inpainting with different mask sizes for the image corresponding to Figure 9 (left), “Johannes
Vermeer van Delft, Lady Seated at a Virginal, c. 1672”.

(a) 16x16

(b) 64x64

(c) 128x128

Figure 11: Results of the recursive inpainting with different mask sizes for the image corresponding to Figure 9 (middle), “Mark
Rothko No. 14, 1960”.
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(a) 16x16

(b) 64x64

(c) 128x128

Figure 12: Results of the recursive inpainting with different mask sizes for the image corresponding to Figure 9 (right), “Gustav
Klimt, The Apple Tree, 1912”.

Figure 13: LPIPS for ten runs with different seeds on the same image for three different images and mask sizes (64x64, 128x128,
256x256).

collapse of recursive inpainting is also of interest and could lead to
better image-generation AI models. More broadly, understanding
if there is a relationship between the model collapse effect on re-
cursive training and the degeneration of the image in the recursive
inpainting is also of interest.

Finally, although recursive inpainting has been proposed as a
tool to study the stability of AI inpainting models, its use to produce
variations or transformations of an imagemay also be an interesting
area for future work that to the best of our knowledge has not been
explored so far.

6 CONCLUSION AND FUTUREWORK
In this paper, the effect of recursive inpainting on AI image models
has been presented and studied empirically. The results show that

recursiveness can lead to the degradation and, eventually, the col-
lapse of the image. This is similar to what has been observed in the
recursive training of generative AI models, which is attracting sig-
nificant interest from the community. Therefore, this paper opens
another area in the research of the impact of the recursive use of
generative AI, in this case only in the inference phase, that can
complement existing research efforts and lead to further insights
on the causes of collapse. This can, in turn, lead to improvements
in the AI models to mitigate the impact of recursiveness.

The analysis of recursive inpainting presented in this paper is
just the first step. Additional AI models, images, and model con-
figurations should be tested to better understand the impacts of
recursive inpainting. Beyond empirical results, it is also of interest
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to develop theoretical models that can explain the impacts of recur-
sive inpainting. Exploring the links between recursive training and
recursive inpainting is also an interesting area for future research.
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